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CHAPTER 1
INTRODUCTION

This chapter introduces the Digital ETHERNET Q-Bus Network Adapter (DEQNA), the M7504 mod-
ule. The chapter includes an overview of the ETHERNET and a brief description of the DEQNA, its
operation, and its specifications. The reader who wants more information about the ETHERNET may

refer to a list of related documents in Table 1-2, and the ordering information contained 1n the last section
of this chapter.

1.1 ETHERNET OVERVIEW

The ETHERNET is a network that supports high-speed data exchange among computers and other digital
devices, within a limited geographic area. The branching bus topology of the ETHERNET provides a 10
Mbits/s (10 megabits per second) data rate over a coaxial cable at a distance of 2.8 kilometers (1.74 miles)
or less. The ETHERNET is a local area network, with a higher data rate than low-speed networks, which

carry data hundreds or thousands of kilometers, and a greater distance than very high-speed interconnects.
which are usually limited to tens of meters.

The primary applications for the ETHERNET are office automation, distributed data processing, termi-
nal access, and other applications which require an economical local medium for exchanging data at high
peak-data rates. The major characteristics of the ETHERNET are as tollows.

Topology: Branching Bus

Medium: Shielded coaxial cable. Manchester-encoded digital base-band
signalling

Data Rate: 10 megabits per second

Node Separation: 2.8 kilometers (1.74 miles), maximum

Number of Nodes: 1,024 maximum

Network Control: Multiaccess — fairly distributed to all nodes

Access Control: Carrier Sense, Multiple Access with Collision Detect
(CSMA/CD)

Allocation: 64- to 1518-byte packet length (includes variable length data

field of 45 to 1500 bytes)

As many as 1,024 nodes can be connected together in a local point-to-point/multipoint configuration with
a single ETHERNET. Figure 1-1 is an example of a large-scale ETHERNET configuration. The
ETHERNET configuration rules ensure the best network performance within physical channel limita-
tions. The parameters for a maximum ETHERNET configuration are the following.
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I. A cable segment is a coaxial cable terminated in its characteristic impedance at both ends. The
maximum length of a segment is 500 meters (1640.5 feet).

2. Up to 100 nodes can be connected to any segment of the cable. The minimum distance between
nodes on a cable segment is 2.5 meters (8.2 feet).

3. Repeaters connect segments to extend the cable. Repeaters do not have to be connected at the
ends of a segment; they can occupy any node position; however, there can be no more than two
repeaters 1n the path between any two nodes. Repeaters are included in the maximum node
count.

4. The maximum length of coaxial cable between any two nodes is 1500 meters (4921.5 feet).

5. The maximum length of transceiver cable between a node and its transceiver is 50 meters
(164.05 feet).

6.  The maximum length of a point-to-point (that is, repeater-to-repeater) link is 1000 meters (3281
feet). (See Figure 1-1.)

TRANSCEIVER CABLE

i I
. i NODE TRANSCEIVER -
SEGMENT 1{] | . . "] SEGMENT 2

LOCAL
1 REPEATER D D T .
O O

SEGMENT 3
T 0 ] e -
C e C —

COAXIAL

. CABLE
O-¢
J/

REMOTE
REPEATER POINT-TO-POINT

LINK (1000 M MAX)
- il /

L SEGMENT 5
SEGMENT 4[| .

L]

MR 12463

Figure 1-1 Large-Scale ETHERNET Configuration

1-2




1.1.1 ETHERNET Layers
The ETHERNET architecture consists of two layers.

e Data Link Layer
® Physical Layer

These layers correspond to the lowest architectural layers in the International Standards Organization
(ISO) Model for Open Systems Interconnection, and are intended to support higher layers of network
architectures. The layer functions are shown in Figure 1-2.

HIGHER LAYERS f

DATA ENCAPSULATION DATA DECAPSULATION
LINK MANAGEMENT LINK MANAGEMENT

DATA LINK LAYER

DATA ENCODING DATA DECODING
CHANNEL ACCESS CHANNEL ACCESS
PHYSICAL LAYER

TRANSMIT RECEIVE

ETHERNET CABLE

MR-12436

Figure 1-2 ETHERNET Layer Functions

1.1.1.1 Data Encapsulation — In the ETHERNET, data is transmitted in packets (also called frames)
with a specific format, as shown in Figure 1-3.

1 FRAME

PREAMBLE | DEST. SOURCE INTERFRAME
ADDRESS | ADDRESS SPACING

64 BITS 48 BITS 48 BITS 16 BITS 46 TO 1500 BYTES 32 BITS 9.6 us

Figure -3 ETHERNET Packet (Frame) Format
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A packet begins with a 64-bit preamble. The preamble is a pattern of alternating 1s and Os, for receiving

node synchronization. To mark the end of the preamble, the pattern ends with ..01011, rather than
..01010.

The destination field contains the 48-bit address of the receiving node(s). The address is either a physical
address or logical address, and can be one of the tollowing.

| . An individual node address (first address bit = 0).
2. A multicast address for a group of nodes (first address bit = 1).
3. A broadcast address to all nodes (all address bits = 1).

The source field contains the 48-bit sending node’s address. This 1s either a physical address or logical
address. The physical address 1s the default address, set during manufacture and unique to a node.
Software can override the physical address, inserting another physical address into the source field upon
packet transmission.

The 16-bit type field determines how higher architectural layers interpret the data field.

The data field must contain at least 46 bytes but no more than 1500 bytes. If the data to be sent consists of
less than 46 bytes, softwarc must nscrt null bytes to fill the field.

The frame check sequence contains a 32-bit Cyclic Redundancy Check (CRC) value. The DEQNA
calculates this value inserting 1t upon packet transmission, and checking it upon packet reception.

The interframe spacing, also called the Inter-Packet Gap (IPG) allows the physical channel to recover
between packets. It must be at Icast 9.6 microseconds, but no more than 10.6 microseconds.

1.2 DEQNA DESCRIPTION
The DEQNA Q-Bus (LSI-11 bus) data communications controller intertaces the Digital Equipment
Corporation LSI-11 processor family to the ETHERNET local arca network. It works with both 18-bit

address and 22-bit address memorics. The DEQNA conforms to the ETHERNET specification, Version
2.0, performing the data link layer functions, and part of the physical layer functions. (See Figure 1-2.)

The DEQNA has the following fcatures.

| . Transmits and receives data at a rate of 10 Mbauts/s.
2. Recognizes heartbeat and collision detection.
3. Performs packet serialization, formatting, Manchester encoding, and multiple retransmission.

4. Generates and checks 32-bit CRC.

5. Interfaces with the H4000 ETHERNET transceiver.

6. Performs Direct Memory Access (DMA) transfers to and from CPU memory.

7. Contains quick-verify diagnostics for power-up and boot.

8. Performs internal and external loopback, and can assist on loopback of data from other stations.
9. Supports host system identification response.

10.  Supports host down-line load and remote boot by other nodes on the network.
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The DEQNA comprises one dual LSI-11 module. It plugs into the Q-Bus backplane and resides in the
same enclosure. The DEQNA 1s physically and electrically connected to the H4000 transceiver as shown
in Figure 1-4.

FACTORY INSTALLED SYSTEM OPTION NUMBER
DEQNA-KP {INCLUDES THE CABINET KIT)

ETHERNET
COAXIAL
CABLE
-~ : I— ETHERNET
TRANSCEIVER
CABLE

H4000 TRANSCEIVER FILTER ADAPTER ASSEMBLY

BULKHEAD I/O
PANEL ASSEMBLY

DEQNA
(M7504)

Figure 1-4 DEQNA to ETHERNET Connection

The DEQNA has four major functional areas as shown in Figure 1-5. Each functional area is detfined 1n
the following subsections.
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_ H4000 ETHERNET CABLE

ENCODER/ ETHERNET
RECEIVE
| DECODER PROTOCOL H?%
(ED) PROCESSOR
XMIT BUFFER
| (EPP) (XM v )
Q-BUS DMA
TRANSFER
CONTROLLER
I (QDTC)

HOST
PROCESSOR

MHA. 12438

Figure 1-5 DEQNA Major Functional Areas

1.2.1 Q-Bus DMA Transfer Controller (QDTC)

The QDTC moves ETHERNET frames and DEQNA control frames between the DEQNA and host
memory. It comprises bus transceivers, interrupt control logic, Q-Bus control logic, a DMA registers and
counters chip (DMARC), and other control logic. The QDTC performs the host interrupt and DMA
transfer functions.

1.2.2 Receive FIFO

The receive FIFO (First-In/First-Out) 1s a 4 K X 9-bit RAM. Its usable length for received data is
essentially variable from 2 Kbytes to 3565 bytes. In addition to received data, transmit status and receive
status are queued in the receive FIFO for transfer to the host.

1.2.3 ETHERNET Protocol Processor (EPP)
The EPP performs the data link layer functions of link management and data encapsula-

tion/decapsulation. The EPP comprises an Ethernet Data Link Controller (EDLC), a transmit prefill
RAM, node address compare logic, and control logic. The EPP performs the following functions.
.  Buffers parallel transmit data from the QDTC.
2. Converts the parallel transmit data into a serial data stream for the encoder/decoder (ED).
3.  Maintains the inter-packet gap (IPG) for interframe spacing.

4.  Generates and strips-off the 64-bit preamble.

5. Generates and checks CRC.
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6. Determines transmit status.

7. Initiates retransmission on collision detect.

8. Performs address filtering to determine 1f this is the addressed node.

9.  Converts the scrial recerved data into parallel data for storage in the receive FIFO.
10. Dctermines receive status.

1.2.4 Encoder/Decoder (ED)
The ED 1s implemented in high-speed logic, and 1s connected to the transceiver cable. It performs the
following physical layer functions.

. Encodes the serial transmit data stream from the EPP.

2. Transmits the Manchester-encoded data to the transceiver.

3. Decodes Manchester-encoded data received from the transceiver.

4.  Sends the serial received data stream to the EPP.

5.  Signals the EPP when it receives collision detect from the transceiver.

6.  Pertorms the carrier sense function and signals the EPP when 1t detects the presence of a carrier

from the coaxial cable.

1.3 DEQNA SYSTEM OPERATION

The DEQNA and host communicate via two levels of data structures in host memory. First level
communication s via eight /O page addresses in host memory space which correspond to 10 port registers
in the DEQNA. This level passes control and status, such as DEQNA error information (as opposed to
packet error status), interrupt enable, and DEQNA initialization. Second level communication, via the
host communications area, primarily comprises DMA transfers of transmit and receive data.

1.3.1 Port Registers

The DEQNA has 14 port registers, eight of which are in the DMARC. Ten of these registers are accessed
through the [/0 page, as follows.

. Six read-only registers that are used to read the DEQNA’s station address PROM.

2. Two 21-bit DMARC registers that hold the starting address of the transmit buffer descriptor
list and receive buffer descriptor list.

3. 'The 8-bit read/write DMARC register that holds the DEQNA’s interrupt vector.

4. The 16-bit read/write DMARC register that is the DEQNA’s Control and Status Register
(CSR).
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The other port registers in the DMARC are not accessed via the 1/0 page.
l. The transmit buffer address and receive buffer address are held in two 21-bit registers.

2. The transmit word count and receive word count are held in two 10-bit registers.

A maximum of two DEQNAs can be connected to a host. A unique block of eight 1/0 page word-
addresses is assigned to each, for control and status transfers. (See Chapter 4, Paragraph 4.2.)

1.3.2 Host Communications Area

An initialized DEQNA has dircct access to host memory. When set-up for a DEQNA, host memory has
space allocated for receive and transmit buffers and a data base. The data base comprises two sections: the
transmit bufter descriptor list, and the receive buffer descriptor list. (See Chapter 4, Paragraph 4.3.)

1.3.2.1 Buffer Descriptor List (BDL) — A descriptor describes a single buffer by its starting address and
length in words. (See Figure 1-6.) Transmit buffer descriptors include other parameters such as unaligned
first/last bytes, end of message indicator, and set-up mode flag. Every descriptor includes buffer status

and status of the packet that uses the buffer. Initial status is set by the software and updated by the
DEQNA.

STATUS WORD 2

ADDRESS DESCRIPTOR BITS H.O. ADDR BITS

LOW ORDER ADDRESS BITS
BUFFER LENGTH

ONE
DESCRIPTOR

[

OMIT IF
CHAIN < STATUS WORD 1t
ADDRESS

STATUS WORD 2
FLAG

MR-12439

Figure 1-6 BDL Format

Both buffer descriptor lists (BDLs) are forward-linked lists. The descriptors are either implicitly chained
(contiguous descriptors) or explicitly chained (with a chain address). If a list is explicitly chained at some
point, the address of the next descriptor (instead of the buffer starting address) 1s inserted into the current
descriptor and its chain address bit is set: buffer length and status words 1 and 2 are omitted.

1.3.3 Initialization
The DEQNA is reset during power-up by BUS INIT and can be reset by host software. At initialization.

the host writes the transmit BDL and receive BDL starting addresses to the DEQNA, validating the lists.
(See Chapter 4, Paragraph 4.2.4, CSR bits 04 and 05 descriptions.)
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NOTE
The DEQNA will NOT respond to any commands

for approximately one second after power-up,
although the DEQNA will queue them.

1.3.3.1 Bootstrap - The DEQNA contains a 4-Kbyte ROM (BD ROM - Boot/Diagnostic ROM) that
host software can read. The BD ROM contains PDP-11 code that 1s loaded into the host and executed as

an extension of the host’s primary bootstrap code. (See Chapter 3, Paragraph 3.2.1.)

The BD ROM also contains minimum ‘““good citizen” diagnostic code for the DEQNA. The DEQNA
relies on the host for Citizenship Test (CQ) assistance. When executed by the host, this code determines
that the DEQNA is a “good citizen” (that is, performing correctly) before it accesses the ETHERNET.

Three LEDs on the DEQNA are all turned on during DEQNA power-up initialization or when the host

fetches the boot/diagnostic code (for example, during reboot). The citizenship test turns oft the LEDs, one
at a time.

.  The first is turned off when the test starts running.
2. The second when internal loopbacks have successfully completed.
3.  The third when external loopback has successfully completed.

Citizenship test completion leaves the DEQNA in internal loopback mode, preventing a faulty board from
generating spurious ETHERNET transmissions, and with all 14 target addresses set to the DEQNA's
physical address. (See Paragraph 1.3.4.1 and Chapter 3, Paragraph 3.2.2.)

1.3.3.2 Receiver Enable — Software can enable and disable reception in the EPP. The receive tunction 1s
initialized to the disabled state. Disabling the receive function does not affect a reception in progress; nor
does it affect set-up mode, external loopback, or internal extended loopback.

1.3.3.3 Interrupt Vector — The Q-Bus interrupt controller chip in the QDTC uses the same interrupt
vector for transmit, receive, and Nonexistent Memory (NXM) interrupts. The vector assignment is
floating, and is written into a DMARC read/write register by software. (See Chapter 4, Paragraph 4.2.4,
CSR bits 02, 06, 07, and 15 descriptions.) Software must load the vector before enabling interrupts.

1.3.4 Loopback

There are four loopback modes: set-up mode, internal loopback, external loopback, and internal extended
loopback. During set-up mode, internal loopback, and internal extended loopback, the transceiver cable’s
transmit pair remains idle and the receive and collision pairs are i1gnored.

Receive status and transmit status are accumulated and stored during all four loopback modes. In internal
loopback mode, reception occurs after transmission is complete with transmit status stored. In the other
three modes, reception is in parallel with transmission; transmit status is not stored until reception is
complete and the receive status is stored.

Note that, with the exception of set-up mode, the loopback modes are exceptional operations, used only for
testing, and are not entirely performed in the same way as normal DEQNA operations.
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1.3.4.1 Set-Up Mode - Set-up mode loads a set of 14 target addresses into the DEQNA's target address
RAM. The target address RAM is 128 bytes long, and is initialized by software at power-up. It holds 14
target addresses and 2 temporary copies of an incoming packet’s destination address.

The target addresses are the node’s physical address, the broadcast address, and 12 multicast addresses.
The addresses are loaded from a transmit buffer in host memory (the buffer descriptor indicates set-up
mode). The frame is stored in the DEQNA instead of being transmitted. However, for verification and
synchronization, the information 1s looped through the receive logic and written into a receive buffer.

Control bits in the set-up mode butfer descriptor can expand the target addresses to include all multicast
packets or all packets (Promiscuous Mode). This allows a larger set of packets to be received, with
software filtering any unwanted destination addresses. (See Chapter 4, Paragraph 4.3.3))

1.3.4.2 Internal Loopback (ILOOP) - The DEQNA is put in internal loopback mode by asserting (low)
CSR bit 08. In this mode, a 10-byte frame is transferred from a transmit buffer to a receive buffer
through a full-duplex internal loopback path. This mode exercises most of the DEQNA, and i1s the only

loopback mode that exercises all address recognition logic. The ILOOP packet comprises a 6-byte
destination address and a 4-byte CRC appended by the DEQNA.

Any ETHERNET activity concurrent with internal loopback mode 1s lost. The DEQNA is put 1n internal

loopback mode at initialization and software reset, preventing a failed DEQNA from transmitting on the
ETHERNET. (See Chapter 4, Paragraph 4.2.4, CSR bit 08 description.)

1.3.4.3 External Loopback (ELOOP) - This mode 1s entered by setting CSR bit 09. Normal packet
reception 1s disabled during operation in this mode. The ELOOP packet 1s of legal ETHERNET length
and 1s processed similarly to a normal packet. The packet 1s sent to the transceiver and transmitted on the
ETHERNET. The transceiver receive function senses the packet and loops it back to the DEQNA.
Address recognition logic 1s not checked, and the destination address is passed to the host, as usual.

It collisions occur on the ETHERNET while an external loop packet 1s being received, the Receive FIFO
1s flushed.

External loopback mode 1s disabled at initialization and software reset. (See Chapter 4, Paragraph 4.2 .4,
CSR bit 09 description.)

1.3.4.4 Internal Extended Loopback (IELOOP) - This mode 1s similar to external loopback, but the
packet i1s looped back internally instead of going to the transcetver. Internal extended loopback is entered
when CSR bits 08 and 09 are both asserted. The packet can be of any legal ETHERNET length; or an
illegally long packet can be used to test the LONG receive status bit. Address recognition logic 1s not
checked, and the destination address 1s passed to the host, as usual.

Because CSR bit 09 1s set (as it 1s 1n external loopback), normal packet reception 1s disabled during this
mode; and the mode 1s disabled at initialization and software reset (as 1s external loopback).

NOTE
The DEQNA CRC circuitry is full-duplex and is
checked in all loopback modes.

1-10




1.3.5 Sanity Timer

The sanity timer is enabled and reset by host software. After the timer i1s enabled, the software must
periodically reset it, otherwise it counts to its limit (that is, it times-out). If time-out occurs, the DEQNA
negates Q-Bus DCOK, causing the host power-up/power-down logic to initiate the host’s primary boot-
strap. Therefore, the timer monitors host software ‘‘sanity,” triggering a system reboot if software
performance degrades to a point of DEQNA driver failure.

At initialization, the timer is disabled (or enabled, if a jumper i1s removed). The default time-out period 1s 4
minutes, and is software variable between 1/4 second and approximately 1 hour; the period reverts to 4
minutes following two successive time-outs. In response to a remote node request that it reboot itself, the
host can do so by allowing the time-out period to expire. (See Chapter 4, Paragraph 4.2.4, CSR bit 10
description, and Paragraph 4.3.3.2.)

1.3.6 Transmit
To initiate packet transmission, the host builds the transmit BDL and writes the BDL starting address into
the transmit descriptor address port register. The QDTC then updates the first descriptor’s status to

USING (see Chapter 4, Paragraph 4.3.2), and continues by reading the buffer address, descriptor bits,

buffer length, and the buffer itself. If the buffer descriptor indicated that this buffer includes the end of
the message, the DEQNA attempts to transmit the packet. Otherwise, the message includes additional
buffers, and the QDTC updates the status of the additional descriptors, reading the necessary buffers until
the end-of-message 1s indicated, before attempting to transmut.

The QDTC reads the packet data (from one or more transmit buffers in host memory) into the EPP prefill
RAM. When it reads a descriptor with the end-of-message bit asserted and the last data has been
transferred from that buffer to the prefill RAM, the DEQNA attempts to transmit the packet stored 1n
the prefill RAM. If a collision occurs, the DEQNA attempts to retransmit the stored packet.

Transmit status is accumulated in the receive FIFO during and after successful or aborted packet
transmission. Eventually, the accumulated status is written into the two status words of the descriptor for
the last buffer of the packet, and the host i1s notified with an interrupt from the DEQNA.

The QDTC continues by accessing the next buffer descriptor. If the descriptor 1s valid, another transmis-
sion sequence begins. If the descriptor is not valid, the QDTC stops accessing the transmit BDDL and
associated buftfers.

A valid buffer descriptor can also describe a chaining operation. Then, the descriptor chain address bit 1s
asserted, and the address in the descriptor points to another buffer descriptor instead of a buffer. (See

Chapter 4, Paragraph 4.3.2.3.)
The DEQNA transmit sequence 1s as follows.
1.  Write USING status into the buffer descriptor.
2. Read the buffer address and length from the buffer descriptor.
3.  Start the buffer read on an odd byte (optional).
4.  Read the packet from the bufter.

5.  End the buffer read on an even byte (optional).
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6. Either:

a.  Write USED status into the buffer descriptor and continue the transmission sequence
from the next buffer, or

b.  start the transmission attempts with this buffer.

7. Write the transmit status into the buffer descriptor.
3.  Interrupt the host at the end of the transmission sequence after writing the transmit status.
9. Either:

a.  Start the next transmission sequence from the next buffer, or

b. ““chain” to the next BDL, or
C. invalidate this BDL.

1.3.7 Receive

Packet reception occurs in three states. First, the received packet’s destination address field is compared to
the set of target addresses stored in the target address RAM. This address filtering occurs in parallel with
reception of the first 60 packet bytes. (Because the 4-byte CRC i1s stripped-off by the EDLC, these 60
bytes constitute a minimum valid reception.)

Sccond, 1t there 1s an address match and the packet is long enough, the packet continues to be stored in the
receive FIFO until the message 1s complete. However, if there is no address match or the packet is a runt
packet from a collision, the FIFO is either flushed or compensated. If the FIFO was previously empty, it is
flushed; but 1t the FIFO contained previous good data, 1t 1s compensated by setting RUNT 1n the received
status. Runt status 1s assigned to an incomplete packet stored in the receive FIFO because either address
match failed and the reception was truncated, or a collision occurred during reception and the packet was
too short.

Third, the QDTC empties the recetve FIFO into the receive buffer(s) and writes the receive status into the
two status words of the final receive buffer descriptor. Multiple packets are queued in the receive FIFO as
they are received.

The DEQNA receive sequence is as follows.

I.  Write USING status into the buffer descriptor.

2. Read the buffer address and length from the buffer descriptor.

3.  Write the recetved frame into the buffer.
4.  LEither:
a.  Write USED status into the bulfer descriptor and continue the reception sequence into the

next bufter, or

b. end the reception sequence with this buffer.
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5. Write the receive status into the buffer descriptor.

6. Interrupt the host at the end of the reception sequence after writing the receive status.
7. Either:
a.  Start the next reception sequence into the next buffer, or

b. “chain” to the next BDL. or
C. invalidate this BDL..

1.4 Q-BUS INTERFACE
The DEQNA works most efficiently with 22-bit block-mode memory. It also works with 18-bit memory

and non-block-mode memory. It relies on host software to map DMA addresses into the memory address
space.

The Q-Bus interface comprises slave and master logic.

1.4.1 Slave Logic
The slave logic gives the host access to the port registers in the DMARC and the station address PROM.

1.4.2 Master Logic
The master logic performs the QDTC DMA functions, including the following.

Addressing host memory

Transferring data

Fetching descriptors

Storing status

Incrementing addresses and word counts
Monitoring word count overflow

On systems with block mode memories, Q-Bus block mode DMA transfers give a data transfer rate of up
to 3.2 Mbytes/second. DMA transfers are automatically blocked at 4 to 16 words per bus acquisition.

The DEQNA includes a holdoff timer. This timer allows other DMA devices to acquire the bus, by
causing the DEQNA to wait for approximately 5 microseconds before re-requesting the bus (that is,
before reasserting BDMR). The timer is disabled if the receive FIFO is more than half full; for special
applications, it can be permanently disabled by adding a jumper.

The DEQNA also includes a bus time-out timer. This timer causes the bus cycle to abort and a

Nonexistent Memory (NXM) interrupt to be generated if the bus slave fails to respond within approxi-
mately 10 microseconds.

1.5 DEQNA SPECIFICATIONS
The DEQNA specifications are listed in Table 1.1.
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Table 1-1 DEQNA Specifications

Specification Description

Operating Mode Half-duplex (non-loopback)
Data Format Manchester encoded, serial
ETHERNET Data Rate 10 megabits per second
(Q-Bus Backplane Loading 0.5 dc load

2.2 ac loads

DC Power Requirements (typical)

DEQNA +5V,35A
H4000 Transceiver +12 V,05 A
Operating Environment (System)
Temperature 5 to 50° C (41 to 122° F)
Relative Humidity 10% to 90%
Wet Bolt Temperature (maximum) 28° C (82° F)
Dewpoint (minimum) 2° C (36° F)
Altitude Same as for system

Shipping Environment

Temperature Same as for system
Relative Humidity Same as for system
Altitude Same as for system

In addition to those listed above, the DEQNA meets ETHERNET Specification, Version 2.0
requirements.

1.6 RELATED DOCUMENTS
Table 1-2 lists documents related to this guide.

Table 1-2 Related Documents

Title Number

H4000 Ethernet Transceiver Field Maintenance Pri-nt Set MP-01369

H4000 Ethernet Transceiver Technical Manual EK-H4000-TM-PRE
The ETHERNET, A Local Area Network, Data Link AA-K759A-TK

Layer and Physical Layer Specifications

Introduction to Local Area Networks EB-22714-18
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DIGITAL personnel may order hardcopy documents from:

Digital Equipment Corporation
444 Whitney Street
Northboro, MA 01532

Attn: Publishing and Circulation Services (NRO3/W3)
Order Processing Section

Customers may order hardcopy documents from:

Digital Equipment Corporation
Peripherals and Supplies Group
P.O. Box CS52008

Nashua, NH 03061

For information on microfiche libraries, contact:

Digital Equipment Corporation
Micropublishing Group (BUO/E46)
12 Crosby Drive

Bedford, MA 01730
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CHAPTER 2
INSTALLATION

This chapter describes the procedures to install a DEQNA in an LSI-11 host system. The system described
is a MICRO/PDP-11 system. The chapter includes the following sections.

Unpacking and Inspection — Verify that the shipment 1s complete and not damaged.

Preinstallation Verification - Verify that the host system meets the DEQNA installation
requirements.

Preparation — Prepare the host system and DEQNA for proper operation.
Installation — Install the DEQNA and transceiver cable in the host system.
Testing — Verify correct operation of the DEQNA and host system.

2.1 UNPACKING AND INSPECTION

Unpacking a DEQNA consists of removing the equipment from its shipping containers, verifying that no
parts are missing, and inspecting the equipment for damage. Report any damage or shortages to the
shipper and notity the Digital representative.

[.  Before opening the shipping containers, look for external damage such as dents, holes, or
crushed corners.

2. Open and unpack each container. Inventory the contents using the shipping list. Table 2-1 lists
the parts supplied with each DEQNA.

NOTE
Shipping containers and packing materials should be

retained if reshipment is likely.

3. Inspect every DEQNA part for shipping damage. Check carefully for cracks, breaks, and loose
components.
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Table 2-1 DEQNA Parts List
Part Description Designation
DEQNA Module M7504

Bulkhead Cable Assembly (one of the following):

53.3 cm (21 in) shielded cable/bulkhead (PDP-11/23) CK-DEQNA-KA
30.5 cm (12 in) shielded cable/bulkhead (MICRO/PDP-11) CK-DEQNA-KB
76.2 cm (30 1n) shielded cable/bulkhead (PDP-11/23-PLUS) CK-DEQNA-KC
3.048 m (10 ft) shielded cable (general use*) CK-DEQNA-KD
DEQNA User’'s Guide EK-DEQNA-UG-001
DEQNA PDP-11 Diagnostic Set (Field CIQN DAO
Diagnostic Resident Code) AC-T612A-MC

* Non-FCC compliant installations

2.2 PREINSTALLATION VERIFICATION

To verify that the DEQNA can be correctly installed in the host system, the tfollowing requirements and
constraints must be met.

2.2.1 Host Boot/Diagnostic ROMs
Verify that the correct boot/diagnostic ROMs are installed in the host CPU. That 1s, the host CPU must
be capable of loading the extended bootstrap code from the DEQNA BD ROM.

2.2.2 Backplane Requirements
The DEQNA requires one dual LSI-11 module slot configured for Q22-Bus (that 1s, extended LSI-11 bus)
operation for highest performance.

2.2.3 Bus Latency Constraints

To get the best performance and avoid losing packets, the DEQNA should be the highest priority device
on the Q-Bus, that i1s, the DMA device nearest to the CPU. When two DEQNAs are installed, a block-
mode memory is required, if high ETHERNET traffic rates are to be handled. The following 1s a
recommended module installation.

Processor Slot 1
Memory Slot 2
DEQNA 1 Slot 3
DEQNA 2 / Other Slot 4
Others Slots 5 — 8

2.2.4 Loading Requirements

Check that system loading capacity is not exceeded by installing the DEQNA. Table 2-2 shows the
DEQNA Q-Bus loading and Table 2-3 shows the DEQNA and transceiver power requirements.

CAUTION
Power supply voltages should be checked before and
after installation to verify the absence of overloading
and overvoltage conditions.
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Table 2-2 DEQNA Q-Bus Loading

Module Q-Bus dc Loads Q-Bus ac Loads
M7504 0.5 2.2

Table 2-3 DEQNA Power Requirements

Voltage Rating Typical Maximum Backplane

(Typical Values) Current Current Pins

+5+025V@35A 3.5A 5.0 A AA2, BA2, BVi

+12+060V @05 A 05 A ¥ BD?2

(for Transceiver)

Logic Reference AlJl, AM1, ATI,
AC2, BJ1, BMI,
BC2

Transceiver Return BT1

* At power-up or pawered-up connect, transceiver surge current at the power connection is high enough to current-
limit and power-fail some power supplies. The DEQNA does not contain power supply surge protection; it must
be provided elsewhere if required by the system configuration.

2.3 PREPARATION
Prepare the host and DEQNA for installation using the following procedure.

2.3.1 Backplane
. Turn system power off, and unplug the ac power cord {rom the wall socket.

a. Remove the rear plastic cover of the system unit by holding each end and pulling the cover
toward you. (Does not apply to rack-mounted units.)

b.  Open the patch and filter panel assembly (also called the system 1/0 panel, the distribu-
tion panel, and the bulkhead). (See Figure 2-1.) Loosen the two screws at the end of the
panel opposite the hinge, and swing the panel open.

c. If necessary, reconfigure the system to accept the DEQNA 1n the appropriate backplane
slot. (See Paragraph 2.2.3.) Remove or relocate M7272 Grant Continuity cards as

necessary.

2. Plug the ac power cord into the wall socket, and turn system power on.
3.  Measure the backplane voitages. They should be within the tolerances listed in Table 2-3.

4.  Turn system power off and unplug the ac power cord from the wall socket.
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UNUSED
OPTION PANELS

50-PIN CONNECTOR
EXPANSION SLOTS
OR DEQNA PANEL

MR-12453

Figure 2-1 Patch and Filter Panel Assembly

2.3.2 M7504 Module
The DEQNA module, M7504, 1s configured with thrce jumpers, W1 through W3, installed during

manufacture. (See Figure 2-2 and Table 2-4.) The disposition of these jumpers i1s described in the tollowing
paragraphs.

2.3.2.1 Device Address Assignment (W1) — The DEQNA 1/0 page addresses are 17774440 (first
DEQNA) and 17774460 (second DEQNA). It two DEQNASs are to be installed, move jumper W1 onto
the second DEQNA position, to set its 1/0 page address to 17774460. (See Chapter 4, Paragraph 4.2.)

2.3.2.2 Bus Request Holdoff Timer (W2) - Jumper W2 provides *““fair’” access to all DMA devices using

the Q-Bus (see Chapter 1, Paragraph 1.4.2), and should not be added, except for unusual requirements
(not supplied).

2.3.2.3 Sanity Timer (W3) - If not removed, jumper W3 disables the sanity timer at imtalization. If
removed, jumper W3 enables the sanity timer at initialization. (See Chapter |, Paragraph 1.3.6.)

2.3.3 Patch and Filter Panel Assembly

The transceiver cable bulkhead assembly will be installed in an unused option panel location on the system
[/O panel. (See Figure 2-1.) Remove the option panel by removing the four screws. Save the screws.

2.4 INSTALLATION
Install and cable the DEQNA and the bulkhead assembly as follows. (See Figure 2-3.)

I.  Shde the M7504 module into the card guides with the component side nearest to the processor
module. Do not insert the module all the way into the slot at this time.

2. Insert the transceiver cable assembly 1nto the system 1/O panel with the four screws saved when
the blank panel was removed.

3.  Connect the keyed cable of the bulkhead assembly to the module.

4.  Slide the M7504 all the way into the card slot.
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LEDs TEST POINT 1

BOOT/DIAG ROM
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W1

STATION
ADDRESS
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Figure 2-2 M7054 Showing Jumpers, LEDs, Transceiver Cable Connector,
Station Address PROM, and Boot/Diag PROM

MR-12440

Table 2-4 DEQNA Jumper Functions

Out/
Jumper Function In 2nd Position
Wl I/O Page Address 17774440 17774460
\\'P BDMR Holdoff Timer No Delay 5 us Delay
W3 Sanity Timer at Initialization Disabled Enabled




2.5 TESTING
Perform the following tests to verify that the DEQNA and host system are operating correctly.

NOTE

In order to successfully run the citizenship (CQ)
diagnostic tests, either an operational ETHERNET
transceiver with cable must be connected to the
DEQNA, or the loopback connector must be con-
nected to the bulkhead assembly.

2.5.1 Post-Installation Power Checks
Perform the following tests on the backplane slot that contains the M7504 module.

|.  Plug the ac power cord into the wall socket, and turn the system power on.
2. Measure the backplane voltages. They should be within the tolerances listed in Table 2-3.

3. Turn system power off.

2.5.2 Light-Emitting Diode (LED) Checks
The M7504 module includes three LEDs which indicate the operational status of the DEQNA. (See
Figure 2-2.) Table 2-5 defines the LED indications.

Table 2-5 DEQNA LED Indications

LED
1 2 3 Definition
OFF OFF OFF The DEQNA passed all citizenship tests.
OFF OFF ON Transceiver, ETHERNET, or cable error.
OFF ON ON DEQNA internal error.
ON ON ON Cannot upload BD ROM contents, the bootstrap has not yet executed, or
the first set-up packet prefill has failed.
.  Connect either an ETHERNET transceiver with cable or a loopback connector to the transceiv-

er cable connector on the patch and filter panel assembly. (See Figure 2-1.)

2. Turn system power on. All three LEDs on the M7504 module should be on within one second.

3. Boot the system from the DEQNA. Note that new CPU PROMs (with code for booting from
the DEQNA) must have been installed. The LEDs should be turned off, one at a time, until no
LEDs are on.




2.5.3 Diagnostic Acceptance Procedure

. Run the ticld functional test. (See Chapter 3, Paragraph 3.2.3.)

2. Turn system power off.

3. Close and fasten the patch and filter panel assembly.

4. It a loopback test transceiver was used, disconnect it.

5. Replace the rear plastic cover on the system unit. (Does not apply to rack-mounted units.)
6. If not already connected, connect the system to an installed ETHERNET transceiver.

Installation 1s now complete.




CHAPTER 3
SERVICE

This chapter describes servicing the DEQNA. It includes the following sections.

Maintenance Philosophy - Defines the DEQNA Field Replaceable Units (FRUs).
Diagnostics — Describes the DEQNA diagnostic programs.

Corrective Maintenance — Describes the corrective maintenance procedures for the DEQNA.

3.1 MAINTENANCE PHILOSOPHY
Corrective maintenance i1s performed by FRU replacement. The following are the field replaceable units.

1. M7504 module

2.  Bulkhead cable assembly
3.  Bulkhead fuse

4.  Ampere filter (if used)

NOTE
When the module is replaced, the user may be able
to retain the original ETHERNET address by swap-
ping the station address PROM from the replaced
module to the new module, and verifying with diag-
nostics that the original station address PROM
works In the new module.

3.2 DIAGNOSTICS

The DEQNA diagnostics include software to boot the DEQNA, tests to ensure that the module is working
correctly, and tests to 1solate faults.

3.2.1 Extended Primary Bootstrap (EPB)

The DEQNA s loaded, or booted, in a way that is similar to mass storage device booting. Host primary
boot code passes control to the Extended Primary Bootstrap (EPB) code (loaded from the BD ROM),
which continues the bootstrap process by loading the complete contents of the BD ROM into host

memory. When the load 1s complete, the DEQNA citizenship test is run before the DEQNA is allowed to
access the ETHERNET.

It the citizenship test is passed, the bootstrap process continues. Control is transferred to either the

DECnet bootstrap, which i1s part of the Maintenance Operation Protocol (MOP) code loaded from the BD
ROM, or to an address 1in host memory.
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If the DEQNA fails the citizenship test, the EPB code attempts to halt the CPU, without attempting to
boot DECnet or transferring control to a user’s program. The LEDs on the DEQNA help to indicate the
nature of the failure.

In general, the boot sequence 1s as follows.

I.  Load the first 512 bytes of BD ROM. This i1s the EPB code.

2. Verity descriptor status and the CSR.

3.  In the host, set up registers RO and R 1, and location 12 (octal) of main memory (see next step).
Continue.
4. If a tailure 1s detected, examine location 12 (octal) of main memory. If location 12 is zero, halt

the EPB. If location 12 1s non-zero, transfer control to the address contained in location 12.
5.  Load the remaining bytes of the BD ROM into host memory.
6.  Verity the BD ROM data transfer using the ROM checksum.
7. 'The host executes the citizenship test.
8. 1f the citizenship test fails, return control to the EPB and halt.

9.  If the citizenship test passes, transfer control (as determined by the value 1n host register R0O) to
either:

a. The MOP code to boot DECnet. This code continuously attempts to boot DECnet until
successful or until stopped by the host.

b. User defined code.

3.2.2 C(itizenship Test (CQ)

The DEQNA Citizenship Test (CQ) 1s a series of diagnostic test routines that determine if the DEQNA 1s
operating correctly and can access the ETHERNET or is faulty and requires further diagnosis. Test
results are indicated by the LEDs on the DEQNA and are rcturned in host register RO, where they are
accessible to software. The CQ test uses internal loopback, internal extended loopback, and external
loopback modes, and requires the DEQNA and an H4000 transceiver (or equivalent); connection to the
ETHERNET is not required. Prior to executing the tests, CQ turns off the sanity timer. Upon completion
of the tests, 1t turns the sanity timer on if jumper W3 i1s removed (timer enabled), or leaves the timer off if
jumper W3 1s 1n place (timer disabled).

The CQ test 1s a free-standing subroutine and can be called by other software. For example, during
network boot, CQ can determine if the node should be allowed to proceed from the initialized state to
either a functional state or nonfunctional state. If a fault exists, MOP code can call CQ to determine if
other DEQNA diagnostics or network-level diagnostics are required for fault isolation.

3.2.2.1 Test Descriptions — The tests are described in the following list. Corresponding bit numbers 1n

host register RO are given for each possible error reported by the test. An error summary 1s given in
Paragraph 3.2.2.2.
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Station Address Verification — The default physical address 1s verified and copied from the
station address ROM into a test packet for later use. If this test fails, testing continues until the
final external loopback test or another test failure occurs. Possible errors are:

RO Bit Description

00 Station address is all zero bits.

00 Station address 1s all one buts.

00 Station address is not a valid DEQNA address.
10 Bus time-out or nonexistent memory error.

Device Interrupt and Nonexistent Memory — After interrupts are enabled, a transmit buffer
descriptor chained to a nonexistent memory location is sent to the Unit Under Test (UUT), that
1s, one of the two possible DEQNAs. The UUT should generate a transmit interrupt with the
CSR NI bit (bit 02) set. Possible errors are:

RO Bit Description

[ 1 No interrupt occurred.

[ 1 Interrupt occurred prematurely.
11 Wrong interrupt occurred.

Set-up Mode and Receive FIFO Processing — A series of set-up packets 1s transmitted to the
UUT, to test “‘stuck-at” faults. The packets contain repeating test patterns which are varied to
test each target address RAM byte with all patterns. The set-up packets are echoed into the
receive FIFO and verified. The set-up packet lengths are such that all the receive FIFO bytes
receive each of the four basic patterns, as the operation is repeated. Possible errors are:

RO Bit Description

12,01 Target address echoed data check.
09,12,01 Set-up packet operation time-out.
14,12,01 Sct-up packet operation status check.

Internal Loopback and Address Filter — A target address set-up packet with “walking™ bit
pattern is generated and set-up in the UUT. Then, two internal loopback packets are generated
and transmitted for each address in the pattern. The first packet 1s addressed to the comple-
mented target address (not in the pattern), and must be correctly transmitted and received as a
runt. (See Chapter 1, Paragraph 1.3.7.) The second packet is addressed to a target address 1n
the pattern, and must be correctly transmitted and received.

The test is repeated with the walking bit = 1 and the walking bit = 0. Possible errors are:

RO Bit Description

02 Transmitted and received and data compare check.
09,02 Runt packet transmit and receive operation time-out.
09,02 Valid packet transmit and receive operation time-out.
12,02 Target address echoed data check.

14,02 Runt packet transmit and receive operation status check.
14,02 Valid packet transmit and receive operation status check.
09,12,02 Set-up packet operation time-out.

14,12,02 Set-up packet operation status check.
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Internal Extended Loopback and Protocol — The UUT is put in internal extended loopback
mode and packets of increasing length are circulated through the transmit buffer (prefill RAM)
and the receive FIFO. The packet bit patterns are intended to uncover “‘stuck-at’” conditions
and faults in buffer and FIFO processing. The received packets are verified to be sure that data
was correctly transferred. The packet lengths increase in 3-byte increments, from the minimum
ETHERNET packet size to beyond the maximum size. The test completes when the UUT
detects the expected long packet. Possible errors are:

RO Bit Description

03 Long packet not detected via device transmit status.

03 Internal extended loopback transmit/receive data compare check.
09,03 Test packet transmit or receive operation timed-out.

14,03 General operation status, check, long packet not detected.

DMA Q-Bus Interface Processing — An internal extended loopback packet based on a transmit
BDL with contiguous and chained unaligned buffer segments is transmitted using the default
physical address. This packet is received and verified. Possible errors are:

RO Bit Description

04 DMA Q-Bus interface transmit (scatter/gather) data check.
09,04 Transmit (special) and receive operation time-out.

14,04 Receive or transmit operation status check.

Transceiver Operational and Status — A set-up packet with the physical address of the UUT 1s
generated and sent to the target address RAM. The packet also turns off LED 2. The CSR
carrier bit (bit 13) is monitored to be sure it is cleared; or, if it is set, that it 1s cleared within
approximately 100 microseconds. Possible errors are:

RO Bit Description

12 Target address packet with LED command echoed data check.
09,12 Set-up packet operation time-out.

14,12 Set-up packet operation status check.

15 CSR carrter bit on too long.

External Loopback and ETHERNET Protocol - This test is executed only if no other errors
have been detected.

The physical address of the UUT is assumed to be in the target address RAM. A minimum size
ETHERNET packet, with a descending-integers data pattern and addressed to the UUT, 1s
transmitted and received using external loopback. Next, a maximum size ETHERNET packet
with the same characteristics is generated and sent to the UUT. Both packets test ETHERNET
protocol processing, and the maximum size packet also tests the transmit buffer.
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Packets which “go on the wire” arec compatible with loopback test packets, have the protocol
type set to loopback, and other ficlds set such that testers ignore these packets. The destination
(and source) address of the loopback packet is the assigned ETHERNET station address of the

UUT (that is, its default physical address). Possible errors are:

RO Bit Description

15 External loopback over ETHERNET cable is not operational.
05 Minimum or maximum sized packet data compare check.
09,05 Minimum/maximum packet operation time-out.

14,05 Minimum/maximum packet operation status check.

3.2.2.2 Test Results - The CQ test will either execute successfully or fail. The two possibilities are
described below.

1. If the CQ test executes successfully, the value of host register RO is zero and the DEQNA 1s set-
up as follows.

d.

b.

All three LEDs are oft.

All 14 target addresses are set to the physical address from the station address ROM.

The sanity timer is set to its default interval (4 minutes) and disabled or enabled, according
to the disposition of the sanity timer jumper (W3).

Promiscuous and all multicast address modes are off.

The DEQNA has been reset:

Receive 1s disabled
Transmit 1s disabled

2. If the CQ test fails, the LED indications will display the following error codes.

LED
1 2 3 Definition

OFF OFF ON Transceiver or ETHERNET error

OFF ON ON DEQNA internal error

ON ON ON Cannot upload BD ROM contents or the first set-up packet
prefill failed.

[f the DEQNA passed the tests, all the LEDs are off.
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The bits in register RO indicate the test that failed. If bit 15 is the only bit set, the DEQNA passed all the
CQ tests except those which require a connected transceiver. The errors/bits are defined as follows
(multiple bits can be set).

Error/
Bit

I35

14

[3

12

| 1

10

09

08

Error Definition and Source(s)

External loopback not operational (Tests 7 and 8)

ETHERNET not operational
H4000 not operational (blown fuse, disconnected)

Operation completion status check (all tests)

CSR status after final reset not nomnal

CSR status after transmit and/or receive not nominal
Receive descriptor flags and status word 1 not nominal
Received byte length check

Transmit descriptor flags and status word 1 not nominal
TDR value = 0

Sanity timer interrupt (general error)

Power failed during test
Unexpected sanity timer interrupt

Set-up packet or target address echo check (all tests)

Set-up packet transmit time-out

Transmit status not nominal

Set-up packet receive time-out

Recelve status not nominal

Echoed data not identical to transmitted data
Extra word at end of set-up packet not nominal

Spurious or missing device interrupt (general error)
Expected device interrupt not detected

Device did not detect nonexistent memory (NXM) bus state
[ 8-bit or 22-bit addressing failure

Unexpected DEQNA device interrupt

Bus time-out or NXM interrupt (general error)

1/0O page not accessible for read or write

Cannot read station address ROM

Test code attempted to access nonexistent memory

Device operation time-out (all tests)

Unit under test failed to complete a transmit and/or receive in time

Undefined
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07 Undefined
06 Undefined
05 ETHERNET external loopback test check (Test &)

ETHERNET protocol processing check
ETHERNET minimum valid length processing check
ETHERNET maximum vahid length processing check

04 DMA interface processing check (Test 6)

DMA odd/even length and address processing check
Multielement transmit descriptor processing check
Chained transmit descriptor processing check

03 Internal extendced loopback transmit buffer data check (Test 5)

ETHERNET protocol processing check

Transmit buffer memory malfunction
Packet size processing error (protocol error)

02 Station address compare test check (Test 4)

Address filter logic passing all addresses
Address filter logic not passing expected addresses

01 Station address/receive FIFO processing check (Test 3)

Target address RAM malfunction
Packets not properly stored in receive FIFO
Receive FIFO memory malfunction

00 Invalid ETHERNET station address (Test 1)

[/O page register read failure (see also bit 10)
Unit under test 1s not a DEQNA (M7504)
Station address ROM malfunction

Invalid DEQNA address

3.2.3 Field Functional Test

The Field Functional Diagnostic Program (ZQNA) tests the DEQNA in Q18 or Q22-Bus systems. It
attempts to 1solate faults to the following FRU.

DEQNA

Bulkhead assembly
Bulkhead assembly fuse
Transceiver cable
Transceiver

nh Wb —
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The ZQNA also attempts to localize faults to the failing DEQNA functional area(s).

1.  Q-Bus DMA Transfer Controller (QDTC)

2. Receive First-In/First-Out (FIFO) and transmit buffer memory
3. ETHERNET Protocol Processor (EPP)

4.  Manchester Encoder/Decoder (ED/DE)

Tests are executed under the supervision of the XXDP/DRS, and controlled by an operator from a console

(hard copy or video). For DRS commands, see Appendix C, Paragraph C.4, or the XXDP+ User's
Manual.

Note that the ZQNA diagnostic program is not an ETHERNET network exerciser. The ZQNA assures
that the module can execute ETHERNET protocol and that valid network traffic can be transmitted and

that valid network traffic can be received. The network exerciser (see Appendix C) provides a higher level
of testing.

3.2.3.1 Configuration and Set-Up — The DEQNA is tested in all loopback modes. The ZQNA tests the
DEQNA in internal loopback and internal extended loopback modes, with or without an external loopback
connector or transceiver connected (that is, a connected transceiver or the loopback connector does not
have to be unplugged). External loopback mode is used with a connected transceiver or external loopback
connector. Executing ZQNA using external loopback mode in a system connected to a “live”
ETHERNET does not disrupt the ETHERNET. Alternatively, external loopback mode can be used with
a terminated transceiver that i1s not attached to a network cable.

The functional areas tested in each loopback mode are shown in Table 3-1.

Table 3-1 ZQNA Tested Functional Areas

Loopback Mode

Internal

Functional Area* Setup Internal Extended External
(Q-Bus X X X X
QDTC X X X X
FIFO X X X X
ED/DE X X X
EPP X X X X
EPP Address
Checking Logic X
Transceiver
and Cables X
*(Q-Bus = Processor data bus

QDTC = Q-Bus DMA transfer controller

FIFO = Transmit and receive memory buffers

EPP = Ethernet protocol processor

ED/DE = Manchester encoder/decoder
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The sanity timer jumper (W3) must be removed to enable the timer before executing the sanity timer test
(described in item 21 of the following paragraph). When sanity timer testing i1s complete, the jumper
should be restored to its position before the test.

3.2.3.2 Test Descriptions —

.

Nonexistent 1/0 Page Register Test — This test verifies that all the device registers residing in
the /O page can be accessed without forcing a nonexistent memory (NXM) interrupt.

Hardware Tested: Q-Bus to DEQNA port register interface.

CSR Bit Test — This test verifies that the CSR register static bits can be set and cleared as
specified. The host writes data patterns to the CSR and reads them back, checking for static
(stuck at 1 or Q) faults.

Hardware Tested: Q-Bus to DEQNA port register intertace.

ETHERNET Station Address Verify Test — This test verifies that the ETHERNET station
address PROM can be correctly read and loaded to host memory. The ETHERNET station
address is read from the PROM and a checksum is computed; this checksum 1s then compared
to the checksum stored in the PROM. The ETHERNET station address is always printed out
on the console in the ETHERNET standard format. If the address 1s not correct, the error 1s
recorded and an appropriate error message is printed out on the console.

Hardware Tested: Station address PROM and Q-Bus to DEQNA port register interface.

Interrupt Vector Address Test — This test verifies that all bits of the vector address register can
be set and cleared as specified. The host writes data patterns to the register and reads them
back, checking for static (stuck at 1 or 0) faults. Note that only bits <09:02> of the interrupt
vector address register are valid; the rest are read as zero.

Hardware Tested: DEQNA vector address register and port registers.

Boot/Diagnostic ROM Checksum Test — This test verifies that the contents of the BD ROM
can be correctly loaded into host memory. The ROM data is read and a checksum computed:

this checksum is then compared to the checksum stored in the last word location of the BD
ROM.

Hardware Tested: Q-Bus DMA interface, 8051 microprocessor, 8051 ROM, CSR, and receive
FIFO.

Interrupt Sanity Test — This test verifies that the DEQNA interrupts the processor at only the
expected level (4), not any other level.

Hardware Tested: Q-Bus QDIC interface, CSR, Q-Bus time-out logic, and QDTC interrupt
logic.

ETHERNET Carrier Sense Test — This test verifies that the DEQNA can transmit loopback
packets. The DEQNA must be connected to the transceiver to run this test successtully.

Hardware Tested: Carrier sense circuitry and ED/DE chip.
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12,

[ 3.

1 4.

Station Address RAM Test — This test verifies that the station address RAM has no static
faults. The host writes and then reads data patterns to all of the addressable RAM (572 bytes).
Write and read data patterns are compared to check for errors. The test continues until all the
data patterns are exhausted.

Hardware Tested: Station address RAM, Q-Bus QTDC interface, CSR bit 00 (Receiver
Enable), and part of receive and transmit FIFO.

Promiscuous Station Address Test — This test verifies that DEQNA promiscuous addressing
mode functions as specified. The test uses bit patterns and addresses within and out of the set-up
address range, to assure that there is true promiscuity.

Hardware Tested: Promiscuous addressing mode logic.

Transmit and Receive FIFO Memory Test — This test verifies that link memory (receive FIFO
and transmit buffer) has no static faults. The host writes and then reads a sequence of data
patterns to all of the link memory. The received pattern is compared to the transmitted pattern
to check for errors. The test continues until all the data patterns are exhausted.

Hardware Tested: Transmit buffer address logic, transmit buffer memory, receive FIFO
address logic, and receive FIFO memory.

Packet Length Test — This test verifies that DEQNA can transmit and receive variable length
packets (equal to or greater than 60 bytes and equal to or less than 1514 bytes without the
CRC) without losing any data in the process. This test also verifies that the ninth bit of the
FIFO memory is not static (stuck at 1 or 0).

Hardware Tested: Transmit and receive RAM.

Descriptor List Address and Interrupt Test — This test verifies that transmit and receive list
invalid bits (CSR bits 04 and 05) can be set and reset as specified; and that both transmit and
receive descriptor list addresses in the 1/O page have to be valid to successfully loopback a
packet.

Hardware Tested: Q-Bus to QTDC interface — valid and invalid host memory address process-
ing; CSR register bits 02 (NXM Interrupt), 06 (Interrupt Enable), and 05 (Receive List
Invahid).

Buffer Address and Interrupt Test — This test verifies that the buffer address in the descriptor
list has to be valid in order to loopback a packet. A noncxistent memory interrupt is generated if
an invalid buffer address i1s specified in the descriptor list.

Hardware Tested: Q-Bus to QTDC interface — valid and invalid host memory address process-
ing; CSR register bits 02 (NXM Interrupt) and 06 (Interrupt Enable).

DMA Timing Test — This test uses a chained loopback packet, to verify that the DMA transfer
completes within “‘n”” milliseconds. The number of milliscconds, “n,” depends on the operator’s
response to the prompt:

SYSTEM HAS BLOCK MODE MEMORY (L)?
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10.

L7,

18.

[9.

20.

21.

Hardware Tested: Internal extended loopback, transmit status — last descriptor in chain (bit 15),
and receive status — last descriptor in chain (bit 15), and error summary (bit 14).

Long Packet Test — This test verifies that DEQNA can detect long packets (1600 bytes or
more, with the CRC) when transmitted in internal extended loopback mode.

Hardware Tested: Receive status — error summary (long packet — bit 14).

Odd Packet Test — This test uses chained and unchained descriptor lists to verify that the
DEQNA can transmit and receive packets of odd length, and packets that start and/or end on
odd addresses.

Hardware Tested: CSR bits 04 (Transmit List Invalid) and 05 (Receive List Innvalid), and
transmit descriptor bits (transmit buffer ends on odd byte and transmit buffer ends on even

byte).

Station Address Test — This test verifies that DEQNA accepts only packets with legitimate
multicast and nonmulticast addresses, and discards those with illegitimate multicast and
nonmulticast addresses.

Hardware Tested: Address filter circuitry.

All Multicast Station Address Test — This test verifies that the DEQNA recognizes the all-
multicast addresses of the node and discards loopback packets with nonenabled addresses.

Hardware Tested: All-multicast addressing, 8051 microprocessor, and address filter circuitry.
Runt Packet Test — This test verifies that the DEQNA can detect runt packets in FIFO.
Hardware Tested: EPP, address filter circuitry.

FIFO Overflow Test — This test verifies that the ETHERNET protocol processor can detect a
receive FIFO overflow condition.

Hardware Tested: Receive status word 1, bits 14 (Error), 12 (Discard), and 00 (Overflow); and
EDLC byte FIFO.

Sanity Timer Test — This test verifies that the sanity timer times out after a pre-set time-out
period (supplied by the operator).

Hardware Tested: Sanity timer logic.
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3.2.3.3 Operation — Tests are executed under the supervision of the XXDP/DRS. For DRS commands
see Appendix C, Paragraph C.4, or the XXDP+ User’s Manual. ZQNA - specific prompts and responses
can be divided into three categories: start-up procedure (XXDP+), hardware questions, and software
questions. These are described below.

Start-Up Procedure (XXDP+) - To start-up this program, use the following procedure.
. Boot XXDP+
2. Give the date
3.  Type: R NAME (where NAME 1s the name of the BIN file for this program)
4.  Type: START
5. Type: Y (yes) in response to the CHANGE HW prompt
6.  Answer all the hardware questions
7.  Type: Y (yes) in response to the CHANGE SW prompt
8.  Answer all the software questions
This procedure uses only the defaults for flags and software parameters.

Hardware Questions — When a diagnostic i1s started, the DRS requests hardware information with the
prompt:

CHANGE HW (L) *

Y (yes) 1s the correct response after a START command, unless hardware information has been preloaded
using the Set-up Utility. (See the XXDP+ User’'s Manual, Chapter 6.) When i1t receives a Y response, the
DRS requests the number of units. It then requests the following information for each unit.

# OF DEVICES (D) ?

The response 1s the number of units to be tested (no default). This response determines the number of
times the following information 1s requested. One device must be specified.

DEQNA [/O PAGE ADR (O) 174440 ?

The response 1s the address of the /O page register assigned for one of the DEQNA devices. The legal
/O page addresses are 174440 and 174460.

INTERRUPT VECTOR ADR (O) 700 7

The response is the DEQNA interrupt vector address. The interrupt vector address 1s 700 (octal) for the
DEQNA at 1/0O page address 174440, and 704 (octal) for the DEQNA at [/O page address 174460.

Software Questions — After the hardware questions are answered, or following a RESTART or CONTIN-
UE command, the DRS requests software parameters. These parameters govern some diagnostic-specific
operation modes. The prompt 1s:

CHANGE SW (L) ?
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The response is Y (yes) to change any parameters. Three software questions follow. The first question is:

DO YOU WANT TO TEST SANITY TIMER (L)?
If the response 1s Y (yes), the DRS displays two additional prompts:
[S SANITY TIMER JUMPER ENABLED/CUT (L)?

The response is Y (yes) if the sanity timer jumper is removed; otherwise remove the jumper and then
type Y.

SANITY TIMER TIMEOUT VALUE (0O)?

The response is a decimal time-out value (between O and 7) that represents the time-out period,
according to Table 3-2.

The second question 1s;
EXECUTE TESTS IN INTERNAL/EXTENDED LOOPBACK MODE (L)?

A'Y (yes) response causes test to execute in internal and internal extended loopback modes. A N (no)
response causes tests to execute in internal and external loopback modes.

The third question 1s:

SYSTEM HAS BLOCK-MODE MEMORY (L)?

The response is Y (yes) if the system has block-mode memory and N if it has non-block-mode memory.

Table 3-2 Sanity Timer Time-Out Values

Time-Out Time-Out
Value Period
0 1 /4 second
1 ] second
2 4 seconds
3 16 seconds
| 4 ] minute
\ S 4 minutes
6 16 minutes
7 64 minutes
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3.2.3.4 Error Reporting — A diagnostic can issue general and specific types of error messages.

General error messages are always printed unless the IBE and/or 1ER flag 1s set, and have the format
shown 1n Figure 3-1.

NAME ER__TYPE ER_NO UNIT__NO TEST_NO PC__ADDR

MR-12803

Figure 3-1 General Error Message Format

where:

NAME = Diagnostic name

ER_TYPE= Error type (all errors are hard errors)
ER_NO = Error number

UNIT__NO= 0

TEST__NO= Test and subtest where error occurred
PC_ADDR= Program counter contents

General error messages may include two sublevels: basic error messages and extended error messages.

Basic error messages are printed after the associated general error message, and contain some additional

information about the error. They are always printed unless one or more DRS error flags (IBE, IXE, IER)
are set.

Extended error messages are printed after the associated general error message and any associated basic
error messages. Extended error messages contain additional error information, such as register contents or

good/bad data. They are always printed unless either the IXE or IER flag (or both) is set. The format of a
typical extended error message 1s shown in Figure 3-2.

TRANSMIT DESCRIPTOR LIST RECEIVE DESCRIPTOR LIST
FLAG WORD FLAG WORD

LOW-ORDER ADDRESS BITS LOW-ORDER ADDRESS BITS
HIGH-ORDER ADDRESS BITS HIGH-ORDER ADDRESS BITS
PACKET LENGTH (BYTE) PACKET LENGTH (BYTE)
STATUS WORD 1 STATUS WORD 1

STATUS WORD 2 STATUS WORD 2

MR-12804

Figure 3-2 Typical Extended Error Message Format
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Specific error messages will be defined as needed. The following are possible error messages.

Device fatal error messages:

CSR REGISTER FAILED TO RESPOND
NO INTERRUPT FROM DEQNA

Return status messages.

TRANSMIT STATUS ERROR
RECEIVE STATUS ERROR
CSR STATUS ERROR

3.2.4 DEQNA DEC/X11 Exerciser

The DEQNA DEC/X11 Exerciser, also called the QNA Option Module (QNA OPMOD), exercises one
DEQNA at maximum activity rates in order to provoke noise, timing, and logical interaction failures. It
transmits and receives random length packets (using either 18- or 22-bit physical address space). The
DEQNA transmits and reccives the same packet.

One pass of the exerciser consists of 1000 iterations of transmitting a packet, receiving a packet, and
comparing the contents of the transmit packet to the receive packet. Packet length 1s random for each
iteration. Transmit and receive status words and CSR status are all checked for correct contents.

The DEQNA is dropped from further testing if any of the following occurs.

The DEQNA does not reset properly.

The CSR and/or the receive and/or transmit status word(s) are in error.
A hard error occurs.

A transmit and/or receive interrupt 1s not generated.

The transceiver is disconnected while in external loopback mode.

D 1 —

Internal extended loopback mode is the default mode of operation.

3.2.4.1 Configuration and Set-Up - It is assumed that, prior to running this exerciser, both the DEQNA
citizenship test and field functional test have been successfully run. The default parameters are:

Device address: 17774440
Interrupt Vector: 700

BR level: 5

Number of devices: 1

The holdoff timer jumper (W2) must be removed and the sanity timer jumper (W3) must be 1n place
(both as shipped).

To run the exerciser in external loopback, the DEQNA under test must be connected to the transceiver or
the external loopback connector must be connected.

Software Register | (SR1) bit 0 and 1 options are described in Table 3-3.




Table 3-3 DEQNA DEC/X11 Exerciser Software Register Bits

Bit Value Description

0 0 Exerciser runs in internal extended loopback mode (default). Transceiver is not
needed.

0 1 Exerciser runs in external loopback mode. Transceiver or external loopback connec-

tor is required.
I 0 Print error messages.

I l Do not print error messages.

3.2.4.2 Commands - To set external loopback mode, type the following commands.

MDD QNAAO 16<RETURN>
| <RETURN>

To test a DEQNA in the second slot (address 17774460), type the following commands after the exerciser
has been loaded.

MOD QNAAO 6<RETURN>
174460<LINE FEED>
704<RETURN>
For additional information refer to the DEC/X11 User’'s Manual, CWQUACO.

3.2.4.3 Error Messages — Error messages print the contents of the DEQNA descriptor lists in the order
shown 1n Figure 3-3,

DEQNA — "ERROR MESSAGE"

TRANSMIT DESCRIPTOR LIST RECEIVE DESCRIPTOR LIST
FLAG WORD FLAG WORD

LOW-ORDER ADDRESS BITS LOW-ORDER ADDRESS BITS
HIGH-ORDER ADDRESS BITS HIGH-ORDER ADDRESS BITS
PACKET LENGTH PACKET LENGTH

STATUS WORD 1 STATUS WORD 1

STATUS WORD 2 STATUS WORD 2

DEQNA CSR REGISTER
DEQNA I/O PAGE ADDRESS

MR-12805

Figure 3-3 DEQNA DEC/X11 Exerciser Error Message Format

where “error message’’ is one of the following.

DEQNA WILL NOT RESET
DEQNA - BAD DEQNA STATUS
DEQNA - BAD RECEIVE STATUS




DEQNA - BAD TRANSMIT STATUS

DEQNA - XMIT PACKET LENGTH NOT = RCV PACKET LENGTH
DEQNA - ATTEMPT TO ACCESS NONEXISTENT MEMORY LOC

Note that transmit and receive descriptor lists are not printed with a DEQNA WILL NOT RESET error
message.

3.3 CORRECTIVE MAINTENANCE

Replace the failed FRU (see Paragraph 3.1) as indicated by the error code returned by the citizenship test
in RO or the error indicated by the field functional test.




STATION ADDRESS PROM (RQO)

15 07 00 177744 __

08
40 {60)
RESERVED THROUGH
52 (72)

RECEIVE BDL START ADDRESS (WO)

a4 (64)

46 (66)

TRANSMIT BDL START ADDRESS (WO)

50 (70}

52 (72)

VECTOR ADDRESS (R/W)

15 10 09 02 00
RESERVED RR  RR | 54 (74)

CSR (R/W)

15 13 12 10 09 08 07 06 05 4 03 02 01 00

RR = RESERVED

MR.12441

Figure 4-1 Port Registers

4.2.1 Station Address Registers
The station address PROM is read via the lower byte of these six locations. The PROM holds the 6-byte
default ETHERNET physical address of the DEQNA, as well as a 2-byte checksum on the 6-byte

address. The checksum bytes are read in reverse order from the first two locations, after setting CSR bit
09. See Paragraph 4.2.4, CSR bit 03.)

4.2.2 BDL Starting Address Registers

The two transmit and two receive BDL starting address registers point the DEQNA to the start ot the
appropriate buffer descriptor list. (See Paragraph 4.3.2.2.) The registers are write only and must be
written with word instructions. And, the low-order address bits must be written before the high-order
address bits; for example, to set-up the transmit list, register 17774450 is written before register

17774452. The DEQNA then starts its functions.

When it gets a receive list address, the DEQNA fetches a buffer descriptor from the receive BDL and
starts a DMA transfer from the receive FIFO to the receive buffers, transferring any packets that the EPP
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has passed to the receive FIFO. When it gets a valid transmit list address (and if the DEQNA is not busy
with a reception), the QDTC fetches a buffer descriptor from the transmit BDL and begins a DMA
transfer from the transmit buftfers to the prefill buffer.

A current list address must be invalidated before a new list address i1s loaded; if not, the results are
unpredictable. (List invalidation 1s described below.)

4.2.3 Vector Address Register

The vector address read/write register holds the DEQNA’s interrupt vector address. The vector address is
assigned floating with a priority rank of 47. It is configured at system start-up using the floating vector
autoconfiguration routines. If the system is being bootstrapped via the DEQNA and is running the
DEQNA self-test code, the vector address is temporarily assigned to location 774 (octal), the standard
diagnostic vector. The register bit definitions are as follows.

Bit Definition
15:10 rr — Reserved. Read as zero.
09:02 Interrupt Vector Address. Read/write. When the register is read, the value in these bits is

such that bits 15:00 are the address of the vector to the DEQNA'’s interrupt service routine.

01:00 rr — Reserved. Read as zero.

4.2.4 Control and Status Register (CSR)
The primary functions of the CSR are to control the DEQNA’s operating mode and report its status. The
CSR bit definitions are as follows.

Bit Definition

15 RI - Receive Interrupt Request. Read/write 1. The DEQNA sets this bit when it has
received a packet, transterred the packet to the receive buffers, and updated the receive
buffers’ status in the last buffer’s descriptor. The interrupt service routine must clear this bit

(write 1 to clear, write O has no effect) to allow subsequent interrupt requests (also see bit
06).

This bit 1s cleared by power-up initialization and software reset.

NOTE

Interrupts are not queued. If the DEQNA processes
multiple messages before the interrupt request bit is
cleared, additional interrupts are not requested.

14 it — Reserved. Not usable.

13 CA - Carrier. Read only. This bit reflects the status of the ED’s Carrier Sense signal. It can
be polled to determine the amount of ETHERNET activity, except when the DEQNA 1is in
an internal loopback mode or the transceiver i1s disconnected.

12 OK - Fuse OK. Read only. When set, this bit indicates that the fuse on the transceiver cable
bulkhead 1s supplying voltage. When cleared, this bit indicates the fuse ts blown or there is
no power to the bulkhead.

11 rr — Reserved. Not usable.
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09

03

07

06

05

SE - Sanity Timer Enable. Read/write. When set and sampled, this bit allows the sanity
timer to count to its limit (that is, time-out). When cleared and sampled, this bit both clears
and disables the sanity timer. The bit is sampled only after a set-up mode packet of 128 to

255 bytes. (See Paragraphs 4.3.3.2 and 4.3.3.3.)

If the timer is enabled, all transmissions (normal, loopback, or set-up) reset the timer and
leave it enabled. If the count reaches its limit, Q-Bus DCOK 1s negated for approximately
7 2 microseconds, causing the host to reboot itselt.

The timer is cleared and disabled at power-up if the timer jumper (W3) is in place. If the
timer jumper is removed, the timer 1s enabled at power-up. The default time-out period 1s 4
minutes but can be varied. (See Paragraph 4.3.3.2.)

EL - External Loopback. Read/write. When set, this bit puts the DEQNA into external

loopback (ELOOP) mode. Asserting both this bit and 1LOOP (bit 08) puts the DEQNA
nto internal extended loopback mode. (See Chapter 1, Paragraph 1.3.4.)

Before the DEQNA is put in ELOOP or internal extended loopback mode, the receiver
must be disabled (see bit 00, below) and the receive FIFO emptied.

This bit is cleared by power-up initialization and software reset. It has no effect on set-up
mode. (See Chapter 1, Paragraph 1.3.4.)

IL -Internal Loopback. Read/write. This bit 1s active low. When asserted, it puts the
DEQNA into internal loopback mode. This bit must also be asserted to put the DEQNA
‘1to internal extended loopback mode (see bit 09, above).

This bit is asserted by power-up initialization and software reset to prevent a falled DEQNA
from transmitting on the ETHERNET. It has no effect on set-up mode. (See Chapter 1,
Paragraph 1.3.4.)

XI — Transmit Interrupt Request. Rcad/write. When set by the DEQNA, this bit indicates
that the DEQNA has transmitted a packet and written the transmit status into the final
transmit buffer’s descriptor. Software must clear this bit (write 1 to clear; write O has no
effect) to allow subsequent interrupt requests. Bit 02 must be checked at the same time as

this bit to differentiate between a transmit interrupt request (bit 07 set, bit 02 cleared) and
an NXM interrupt (bits 07, 05, 04, and 02 set). (See bits 02 and 06.)

This bit is cleared by power-up initializatio<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>